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I. INTRODUCTION ’

MAANNNANANAAN |

Microwave-induced plasma (MIP) discharges have long been used as
sources for exciting atomic and polyatomic species (1-4). The high

degree of excitation afforded by such sources, coupled with their relatively

low cost, have made the MIP attractive in many situations where intense,
monochromatic sources are needed or where elemental emission spectra must
be obtained.

The nature of MIP discharges varies considerably with the nature of
their application. For example, the kind of MIP employed as a light source
for atomic flucrescence spectroscopy differs considerably from that used
for elemental analysis of aqueous samples. The former sort of MIP is
ordinarily operated in a closed vessel and at a pressure of a few torr,
whereas the latter usually employs a flowing gas system at atmospheric
pressure. Logically, these different kinds of MIP are treated separately
in the present volume. Enclosed plasmas used principally as light sources

(i.e. the electrodeless discharge lamp) are covered in the chapter by

P. N. Keliher. Similarly, gas chromatography detectors based on the MIP
are discussed in the chapter by T. H. Risby and Y. Talmi. In the present
chapter, we will deal exclusively with the MIP applied to the direct
elemental analysis of dissolved samples. To begin, it is appropriate

to place the development of such an MIP in historical perspective.




2. HISTORICAL DEVELOPMENT
WAV VIVGIVVVVVV VYV V.V VE

Excellent historical accounts of the development of the MIP can be found

in the thesis by Lichte (5) and in the series by Greenficld, et. al. (06-8).

Initial work in this area was performed with single-clectrode plasmas ﬂ
(1-3, 9-20), which bore little resemblance to the devices now commonly §
used, and which operated at various frequencies in both the microwave and i
radio- trequency vanges. towever, later investigations (2, 21-23) were 3
carried out with plasmas sustained in resonant cavities, much like the
currently popular systems.

It was realized early that low-power microwave plasmas are strongly i
affected by molecular species introduced into them. Correspondingly, initial
successes employed the MIP as a detector for gases (2), for gas chromatog-
raphy (21, 22), or volatilized simple, easily fragmented compounds into the

plasma (23). In this latter study (23), solution samples were employed, but

metals to be measured were in the form of volatile chelates, which were sent
into the MIP by thermal vaporization from a platinum filament. Measured

scnsiiivity was uigh (10‘11 o Jmte

g. detectable), but the method could
he applied to only a narrow range of elements.

Recently, investigators have sought to extend the capability of MIP
analysis to elements of low volatility and to samples of greater range and
complexity. These extensions have required the development of new systems
for vulatilizing and introducing sample material and have employed a variety
of microwave power supplies, resonant cavities, and spectrometric systems.
These developments will be traced in more detail later. However, because

all these later systems were similar in structure and form, let us first

consider the fundamental nature of the microwave plasma itself.

—_—




3. NATURE OF MIP DISCHARGES
QAN VV VYV

The most commonly used and successful kind of MIP in usc today is
operated in inert gas (usually Ar or He) and sustained at low power (25-100W)
in a quartz tube located within a coaxial resonant cavity. The microwave
frequency is ordinarily 2450 MHz, chosen partially for historical reasons,
but mostly because of the ready availability of low-cost medical diathermy
units which provide power at that frequency. The following theoretical dis-
cussionpertains directly to this kind of MIP; additional information can be
found in the excellent review by Sharp (24).

A resonant cavity, discussed in more detail later, is simply a hollow
metal container having a shape and size which allow a standing electro-
magnetic wave to be established within it. Because the standing wave is
at microwave frequencies, the cavity dimensions will be on the order of
several cm; both cylindrical and rectangular cavities are in use. To generate
the standing wave, microwave energy is sent into the cavity by means of a
circuit loop or short, which are in turn connected to the microwave power
supply via a coaxial cable. To contain the discharge, a quartz tube is
ordinarily placed in the cavity along an axis which is parallel to the
lines of electric field oscillation; various transverse electric (TE) and
transverse magnetic (TM) modes of oscillation enable such a configuration.
The formation (breakdown) of such a plasma and its maintenance will be

discussed separately.




3.1. Microwave Plasma Breakdown and Stabilization

The mechantsm of microwave plasma formation and stabilization are
treated in detail elsewhere (24-20) and will only be briefly considered

§
here. At extremely low pressures, an electron present in a microwave field
will oscillate in position at the field's frequency, but will be out of
phase with the field. Let the oscillating field E be represented by
E = Epsin (wt + ), where Eg is the maximum field amplitude, w its angular
frequency and 0 its phase at time t = to, when the electron begins moving.
The force F exerted by the field on the electron will then be (27)
F = ma = eBpsin(wt + 0) (1)

The resulting velocity where a is the acceleration of the electron, e its
charge, and m its mass. The resulting velocity v of the electron can then
be found by integration of Eq. (1):

V = vqg + fEfA [cosB® - cos(wt + 0)] (2)
muw

where vo is the electron's initial velocity.

From Eq. (2)., the electron will move as the cosine of the sinusoidally
varying electric field; consequently, it will be 90° out of phase with the
tield and will draw no power from it. Physically, the electron is at first
accelerated by the field, but cannot immediately reverse direction when the
field reverses polarity. Consequently, the electron must decelerate after
the field changes, and passes back to the field the energy it gained earlier.
Thus, at extremely low pressures, it would be difficult to sustain a micro-

wave plasma.
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At higher pressures, the accelerating electron collides frequently
with gaseous atoms, causing its direction to be altered (but largely not
its velocity, since cnergy is exchanged between the collision partners in
proportion to 2(m/M), where M is the atomic mass). These events continuc,
with the electron gaining energy from the gicld and losing it through
collision, until it reaches an energy sufffcient to excite or ionize an
atom. Under thesc conditions, the mean power P absorbed by an electron
from the field is ¢ Ler .

e‘Ep Vv
e (3
where v is the collision frequency between the electron and gaseous atoms.

From the foregoing, an optimal pressure exists for the ignition and
stabilization of an MIP. At very low pressures, little power will be
transferred from the fiecld, whereas at unusually high pressures, the collision
frequency is so great that an electron gains unsufficient momentum to ionize
an atom upon collision (cf. Eq. 3). For the commonly used frequency of
2.45GHz, this optimal pressure has been calculated to be approximately
4 torr (29), close to those pressures found optimal in electrodeless dis-
charge lamps.

At higher pressures (near atmospheric), it is apparent (cf. Eq. 3)
that higher electric fields (E;) or lower frequencies (w) will be required
to sustain an MIP. Ordinarily, the former approach is employed in the MIP
whereas the latter factor is exploited in radiofrequency plasmas such as
the ICP. For an atmospheric-pressure MIP, power inputs in the range of
100W are utilized, while a lower pressure plasma can be readily sustained

at less than 25W.
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through ionization and remaining neutral gas atoms progressively ionizes

6
Stabilization of the MIP arises essentially through repetition of the :
processes outlines above. Successive collision between clectrons released {
|

a greater fraction of the gas, until the energy contributed by the microwave
| tield 1s parcitioned between the moving clectrons and the gencrated ions,

Significantly, little of this energy is directly contributed to the ions

by the field; their considerable mass prevents them from gaining much

translational enei,v 'n the brief period before the field reverses polarity. ‘

3.2, Energy Coupling to and Stability of the Microwave Plasma

Maintenance of an MIP can be understood through the following model

of the plasma-cavity system. From this model, plasma and power balance

equations can be formulated, assuming a cavity resonance near the plasma
frequency (30). Although the model does not take into account the radial
electron profile and the consequent electric field inhomogeneity, it has
proven useful for a number of RF plasma systems (31-33).

A steady-state microwave discharge occurs when the power absorbed by
the plasma equals the power losses from the plasma. Such losses occur
mainly through inelastic collisions resulting in oxcitation or ionization,
through energy transported to the walls by electrons and ions, and through
energy transported out of the active discharge region in a flowing gas
system. For a particular plasma geometry, power 1oss Pl is a function

of average plasma density:
_ [z mEo
i (; e ) (vivi e " va vx) (4)

where p is proportional to the average plasma density, Vi is the ionization




energy, v, is the frequency of ionization-causing collisions, Vx is the
excitation energy, Ve is the frequency of excitation-producing collisions,
Te is the electron temperature, and BTc is a termm which represents energy
loss transported to the walls by the clectrons and by the ions (30). A
plot of power loss versus plasma density for a constant gas pressure has
continual positive sl ’ (cf. Figure 1, curve A).

The time-avorage:fiower absorbed by the plasma P, is found from the
real part of the (.uplax Poynting vector integrated over the surface of the

plasma (the average ohmic power dissipation) (34):

» - 27w
P = (1/2)Rejvo E 2dv (5)
where 0 is the complex conductivity of the plasma, E is the electric field
in the plasma, and V is the entire plasma volume. For a given impressed

electromagnetic field strength Pa depends on the damping mechanism of the

plasma and the coupling between the fields external to and within the plasma.

From the foregoing considerations and an assumed cavity structure, the
power-absorbed curves in Figure 1 can be calculated (30). At constant
incident microwave power, excitation frequency, and cavity dimensions, a
single power-absorbed curve would be observed as the plasma density is
varied. (It is assumed that the absorbed microwave power does not alter
the plasma.) Increasing the incident power from P4(1) to P, (2) raises
the power absorbed by the plasma, since field strength inside the cavity
increases with incident power.

A steady-state high-frequency discharge can only be sustained when
there is an intersection between the power loss curve and the power absorbed
curve (30). Understandably, at intersections where the power absorbed

¢urve has a negative slope, stability is implied. Conversely, at inter-




sections where the power absorbed curve has a positive slope instability
is implied, unless the power loss curve slope is greater than that of the
power absorbed curve (30).

Curves B and C illustrate the behavior of the stable plasma and cavity
when the excitation frequency and cavity size are fixed, but the microwave
power is varied. A stable operating point (point 4) at a particular inci-
dent power Patl) is established primarily by the cavity resonant frequency.
However, when the ‘ncident power is raised to Pa(Z), the plasma density
increases, the operating point moves to point 5, and the cavity becomes
more detuned. That is, only a small fraction of the additional power is
absorbed and the excess power is reflected to the power supply. Thus, the
very increase in plasma density which is sought prevents much additional
power from being introduced into the plasma. Even the addition of impedance
matching devices between the cavity and the power supply only slightly
improves this situation (35). This small change in density for a large
change in incident power is a major problem when one attempts to produce
a high density plasma inside a microwave cavity.

A solution to this problem is to adjust the dimensions of the cavity.
At a constant incident microwave power level, the power-absorbed curve
shifts to higher plasma densities as cavity length is increased (cf. curve
D, Fig. 1). Note from curve D that at a fixed incident power, the height
of the power-absorbed curve decreases as the plasma density increases. At
point 6, the intersection between the power-absorbed and power-loss curves
indicates marginal stability for the plasma. For a greater cavity length
than Lz, the plasma would be extinguished, and the plasma-cavity system

drops out of resonance.
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It is apparent from these arguments that ignition and stable operation
of an MIP should be most efficient at two different cavity lengths.  Betfore
ignition, plasma density is low (essentially zero), and reliable ignition
will require a shorter cavity (cf. curve B). However, plasma density will
rapidly increase after ignition and with increased power (curve C), and
stable, efficient operation of the higher-density plasma will require
lengthening (retuning) the cavity (curve D).

The curves of Ficure 1 are plotted for constant pressure and fixed
cavity input coupling. Altering the pressure will change both the power-
loss and power-absorbed curves; altering the input coupling will change

only the power absorbed curves.

3.3. MIP Characteristics

3.3.1. Plasmas in Local Thermodynamic Equilibrium (LTE). No laboratory

plasmas are in a state of complete thermodynamic equilibrium. However, in
some plasmas, individual volume elements obey all thermodynmamic distribution
laws, except Planck's radiation law; such plasmas are said to be in local
thermodynamic equilibrium (LTE). The concept of LTE is very useful, since
under such conditions, ecnergy and volocity distributions arc governed by
Maxwell-Boltzmann relations. Furthermore, the Saha-Eggert law then describes
the yield of ionization products, and the population of discrete energy
levels follows a Boltzmann distribution. That is, a plasma in LTE can be
described by a single temperature T, and
T = T(kinetic)= T(reaction)= T(excitation) (6)

In plasmas at or near atmospheric pressure, where the particle density

is high, LTE is often attained (27). A Boltzmann expression will determinc

specific energy level populations, the fraction of ionized species present




will be given by the Saha equation, and the state of the plasma will be
characterized by the measured temperature and density (27). For such
plasmas there need be less concern for the details of the microscopic
processes which constitute the plasma excitation mechanisms (30).

For plasmas at reduced pressure, particle density is decreased, and
each particle undergoes fewer collisions per unit time. In turn, collisions
are necessary to partition energy among the various states the particles
can possess. As a result, such plasmas are seldom in LTE, and an inordinate
amount of their energy is stored in electron motion or in excited electronic
states. These states then radiate energy at a level unexpected for a plasma
at that particular power input. In such a case, the microscopic excitation
mechanisms would have to be detailed for optimum utilization and understanding

of the plasma.

3.3.2. Spectroscopic Temperatures. The electronic excitation temperature

of a microwave plasma can be derived from the relative radiances of inert
gas spectral lines having known wavelengths (\), energy levels and transition
probabilities (Aki). A plot of log (BA/gkAki) vs. log (Ek) (where B is
the spectral line radiance, 8x is the statistical weight and Ek the energy
ot the upper state of the transition), will yield a line whose slope is
irversely proportional to the temperature (37). The largest error in such
temperature measurements arises from uncertainty in the transition probabil-
ities (Aki) which are known only to within about 20% (38).

Table 1 lists excitation temperaiures for argon and helium MIP's

under varied conditions of pressure and applied power.
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TABLE 1 Spectroscopic Temperatures of Microwave-Induced Plasmas

Operating Appli d
Support Gas Pressure (Torr) Power (W) Temperature (°K)  Reference
Argon 3 25 4150
12 25 4285
12 100 4060
25 25 4535
630 100 4850
760 100 4980
760 100 5100
Helium 1.07 not given 2300
2 50 8550
5 80 3350
760 100 7250

36
36
39
36
39
40
41

42
43
39
44

11
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The excitation temperatures obtained from measurements of inert gas

line intensities are dependent upon pressure, but not to a great extent.
At a constant input power level the spectroscopic temperature increases
at a very slow rate with inert gas pressure.
The effect of applied microwave power on the spectroscopic temperature
is dependent upon the pressure. At high pressures, an increase in the applied
power tends to decrease the temperature slightly or to have little effect
at all. At lower pressures, an increase in the applied power causes only

small elevations in the temperature (36, 42, 43, 45, 46).

3.3.3. Electron Temperature. In a low-pressure microwave plasma, two

distinct groups of electrons appear to exist (36). One group, at low
density (concentration), has high energy (velocity) and dominates measured
electron temperatures. As we shall see, this temperature describes the
energy of these high-speed electrons and serves to indicate the degree of
excitation and ionization in the plasma. The second group, consisting of
low-velocity electrons, constitutes by far the largest fraction and is the
prime contributor to electron number density measurements discussed in the
next section. Because both groups are significant, let us examine these
measurements (temperature and density) separately.

Electron temperature is most often measured using the double electric
probe technique (47). In this method, electron temperature, Te, can be
found from a plot of measured probe current vs. applied potential (the

probe characteristic):

X Tiy dV (7
Te = 11600 [T + 0° i | v=o




e

S——

(e —

g = S T

where X ) (8)

V=0

and where dV/di is the slope of the current-voltage cuvve, L\i is the
summation of the positive ion currents cvaluated at V=0, and el 1s the
electron current to probe 1 (30, 48).

Table 2 lists electron temperatures for argon, helium and nitrogen

MIP's under a number of applied power and operating pressure conditions,

obtained by tiwe " uble probe technigque.  The highest electron temperatures

are obtained for helium. [Interestingly, the ratio of the excitation
temperatures obtained in He to thosce obtained in Ar is approximately 1.6
at any particular power-pressure setting. This value is very close to

the ratio of ionization potentials for the gases: 1P(He)/1P(Ar) = 1.57

7

suggesting that the mean electron energy is primarily a function of the
ionization potential of the plasma gas (36).

Note that electron temperatures decrease as the plasma pressure is
increased. At gas pressures above about 4 Torr To remains constant.

The effect of applied microwave power on electron temperature is
dependent upon the pressure of the inert gas. At low pressures (below
Vv 5 Torr), changes in applied microwave power have little effect on Tc
(36, 43). At higher pressures, changes in applied power have a greater
effect on electron temperature, although the temperature will be lower
for any specific power input than at a lower pressure. Understandably,
an increase in applied power causes an increase in the electron tempera-

ture.




Operating
Support Gas  Pressure(Torr)
Argon 0.1
0.5
1
2
3
4
6
b
10
12
Helium 0.1
0.5
1
2
3
4
6
8
10
Nitrogen 760

A2 L I s Yo it

Applied
Power (W)

50

50
50-120
120

25

120
25-120
120
120

25

50

50
50-120
50-120
25

120
120
120
120

1000

TABLE 2 Electron Temperatures of Microwave-Induced Plasmas

Temperature X107°(°K)

45
30
26-53
38.3
35
35
34.2-35
33
35

35

130
75
63-90
63-75
50

55

50

50

50

V100

14

Reference

50
50
43,47
47
36
47
36,47
47
47
36

50
50
43,47
43,47
36
47
47
47
47

1




A greater flow rate of support gas causes a decrease in Tv (49) .
The effect is greatest at lower flow rates and tends to decrease as the
flow rate increases. The effect is also more pronounced tor fle than tor
Ar.

It is evident from a comparison of the spectroscopic and clectron
temperatures (cf. Tables 1 and 2) that a low pressure MIP is not in local

thermodynamic equilibrium.

3.3.4. [Clectron Concentration. The electron number density, Ng» in micro-

wave plasmas reflects principally the concentration of low-energy electrons
and can be obtained from the current-voltage behavior of double electrical
probes (1, S51). In that method, it is assumed that the positive ion con-
centration in the plasma is equal to the electron concentration, so the

saturation ion current I_ to an individual probe is:

I, = 0.6 n_eA(kTe/m) */? (9)

+

where n, is the positive ion (or electron) number density, e is the electron
charge, A is the probe area, k is Boltzmann's constant, Te is the electron
temperature, and m_ is the mass of the positive ions being detected. This
equation 1s strictly valid only for spherical probes in plasmas at low
pressure; however, it has been used with cylindrical probes and at elevated

The electron density in a plasma can also be calculated from line
broadening measurements (43). The electrons present in the plasma generate
an electric field which broadens spectral lines through the Stark effect;
the extent of such broadening is then a measure of the electron density.

Spectral lines of atomic hydrogen arce often usced in such measurcments
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because of the availability of tabulations of Stark boradening parameters
for those lines. Also, the theory is more accurate and somewhat simpler
to apply to hydrogen than to multielectron atomic species (38).

In a typical Stark measurement, the line profile of the “B transition
at 486.13 nm is measured and the Stark half-width, BAg, is estimated. From
these values and tabulations (43) of the proportionality fuctor between n.
and AXS3/2, the electron density can be estimated. The HB—lino is chosen
because the rang~ of half-widths cxpected is large (ca. 1.0 - 5.0A°) for
typical electron concentrations. In addition, the relationship between
A\s and n, is known for this line over a broad range of n, and temperature
values (38).

The electron concentration in an argon plasma is generally higher than
in a helium MIP at all operating pressures, applied power levels, and flow
rates (36, 43, 48, 49). However, the electron concentration for both gases
increases with pressure, the rate of change decreasing between 2 and 10
torr, above which little effect of pressure occurs. For such plasmas,

¥ at pressures below 1 torr to about 10'%-10'®

n, ranges from 10'1-10"%cm”
cm-? at atmospheric pressure (36, 38, 41, 45, 48, 49).

The effect of applied microwave power on Na is influenced by operating
pressure. At low pressures n, increases rapidly with increased power,
whereas the increase with power is less at higher pressures.

The electron concentration is only moderately affected by gas flow

rate at any pressure. There is a gradual increase in n, as the flow rate

is increased, but beyond approximately 200mL/min there is no effect (49).




3.4. Analyte Cxcitation Mechanisms

A discussion of the processes by which analvte spectra are produced
by an inert-gas MiP requires knowledye of the nature and energics of the
atomic and molecular species which can be present in the plaswa, the ox-
citation processes in which they can be involved, and the analyte atom and
ion excitation energies. Both ion and neutral atom line emission are pro-
duced. Unfortunately, complete support for any single excitation mechani sm
seems not to exist and che following coverage provides an overview of likely
events.
In both iow and high-pressure microwave plasmas, high and low energy
electrons, ions, and metastable atoms and molecules are present (36, 43,
49, 50, 52-55). The low-energy electrons are in abundance and are especially
effective in rccombination excitation:
e+ G+ M——>( + M* + hv(continuum) (10)
m-e+&f——~—~+ﬁ*r\Nmehmmﬂ (Gl
where G is an inert gas atom and M is an onalyte atom. The high energy,

fast electrons sustain the plasma by:

e
e+ G > ¢ + 2 (12)
but can also be involved in direct excitarion processes such as:
b -~
e+ M e L (13)
+ 4+
or ¢ + M P M e (14

lons can be involved in the excitation process by:

6" & M s € 4 W (15)
The condition for the occurrence of rcaction 15 15 that the sum of the
ionization and excitation energics ot the analyte atom be almost equal

to the support gas ionization encrpgy (52). The ionization cnergy of argon

is 15.76eV and that of Helium i: 24.59¢V.
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The inert gases all possess metastable levels (atoms in the lowest
triplet state) which also appear to participate in excitation. Argon has
two levels, at 19.73eV and 20.53eV. [nert gas atoms can reach these
metastable states through, for example, excitation followed by collisional
de-excitation with another ground state support gas atom (53) or from

sequential occurrence of reactions 12 and 11 above. The population of the

metastable levels decreases with pressure, up to about 20 torr (36, 53),

presumably because of increased two-and three-body collisions (56). Above

approximately 20 torr the metastable population increases regularly with

pressure. An increase in applied microwave power causes an increase in

the metastable population, but the increase tapers off at higher powers

(36). The lifetime of these levels is relatively long since only colli-

sional, and not radiational, deactivation occurs appreciably.
Metastables (Gm) can be involved in the following ionization or

excitation processes (52, 53):

Gm*’M—-—-—)G

+
=
+
o

(16)

(17

+
- <
+
o

Gm+ M+—-'——)(:

cm+M————)c+M (18)

+
=

By * M —6 (19)

Reactions 16 and 17 are the well-known Penning ionization processes. They
can occur if the energy of the particles before the collision is greater

than the first or second ionization energy of M; the difference between

the energy of metastable atom and the ionization energy of M is carried
off as kinetic energy of the ejected electron. Reactions 18 and 19 involve

direct excitation by metastables. They are rclatively improbable and can
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occur eonly under the rigorous condition that the excitation encrgy of the
analyte atom be approximately cqual to the metastable cnergy (52).

In addition to metastable atoms, metastable molecules and molecular
ions are known in inert gas plasmas and might be involved in excitation

processes (52, 53); these molecules have a range of cnergies available

(52).
It is now widely accepted that direct excitation of analyte atoms
and 1ons by elect:iom collision is not dominant in an MIP (36, 49, 52, 53).
Fewer lines arce onserved than expected from the continuous range of cnergies
avaiiabie with electrons, Also, the features of the spectra do not change
with pressure as would be expected, considering the pressure dependence
of electron temperature (52, 53). [nstead, the dominant excitation process has heen
interpreted as a sequence of steps beginning with impact by metastables
leading to Penning ionization of the analyte (reaction 16 or 17). This
process is followed by ion recombination with low-energy electrons producing
excited analyte atoms, which then radiatively deactivate (reaction 11)
(36, 49, 52, 53).
From tnis mechanism, an increase in pressure should lead to an increase
in analyte emission, because of the greater metastable population above
siouc 2C torr. An increase in pressure will also decrease the electron
torperature, leading to an increase in analyte emission through promotion
nf ¢lectron-ion recombination.
/. small increase in microwave power, for both low and high pressure
plasmas, will lead to an increase in analyte emission due to a greater
metastable population. However, this increased emission is not without

limit, because higher power will increase electron concentrations which

will in turn promote collisional deactivation (10).




It one accepts the foregoing ionization-recombination model, 1t is
clear why the MIP is such a promising analytical source. A brief plance
at a table of elemental excitation energies (57-59) reveals that mo-t
elements would be etfficiently excited by Ar or Ile metastable atoms.  Not
only woeuld "ditficult"” elements Like nommetals or halogens be excited,
but nentral atom and ion lines would often be available, thereby adding

flexibility to a determination.




4. INSTRUMENTATION FOR PRODUCTION OF MICROWAVL - INDUCED I'LASMAS
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4.1. Tower Units

Early versions of instrumentation for the production of microwave-
:nduced discharges were fashioned from government-surplus radar equipment.
Clearly, significant microwave engineering knowledge would be required to
assemble an adequate system from such components. Later, the need for less
expensive and ar i cod sources of continuous-wave (cw) microwave power
was fulfilled through the use of medical diathermmy units which supply about
125-200W peak power at 2450MHz. Today, the increasing popularity of micro-
wave ovens onerating at 2450MHz has markedly reduced the cost and increased
the availubility of magnetron power sources; however, the commercial avail-
ability of cw microwave power units with the power range stability and
operational character needed for spectroscopic applications is still severely
Limited. Information on specific commercial microwave power supplies can

be tound in many electronics components buyer's puides.
8

4.2, Resonant Cavity Structures
The purpose of the resonant cavity is to transfer power efficiently from the

vicrowave power source to the inert support gas, which is generally contained

in 1 glass or quartz tube. A resonant cavity structure is used to increase

the ~lectric field in the gas. Ordinarily, some sort of coupling device is

used to match the impedance of the resonant cavity to that of the transmission

tine leading to the power supply (60). When these impedances are matched, and

the rescnant frequency of the cavity is tuned to that of the magnetron (power

supply), the power reflected from the cavity is a minimum; conversely, the

pteer available to the plasma will then be at a maximum. The attainable




minimuwn value of reflected power is dependent upon the type of cavity uood
and on its construction; the most cfficient cavities will be those with the
highest "Q-factor" (33). Unfortunately, the presence of a plasma in the
cavity changes 1ts resonant frequency, thereby detuning 1t and reducing the
Q factor (33). Because the character of the plasma changes with pressure,
power 1nput and gas type, it is necessary to provide the cavity with tuning
and impedancc -matching adjustments to obtain efficient operation over a wide
range of discharpe conditions (33, o01).

A detailed uiscussion of the operating modes of microwave cavities for
plasma production would necessitate a thorough review of microwave trans-
mission line theory and its extension to cylindrical resonators of specific
cross-section, an endeavor far beyond the scope of this chapter. The inter-

.
ested reader is referred instead to literature sources (34, 62 —64). In the
following sections, we will describe several of the more frequently used
cavities and their modifications. The resonant modes of some of these
cavities cannot always be separated into purely transverse electric (TF)
or transverse magnetic (TM) modes; most modes have both TE and T contri-
butions and are called "hydrid" modes. The cavity structures are often
toc complex tou analyze electromagnetically, and the exact mode character
is not known or definable for many of them (33). Designations of the basic

¢ivities used below were coined by Ramo, Whinnery, and Van Duzer (62).

1.2.1  Cavity Materials. Maxwell's equations for wave propogation 1in

resonant microwave cavities show that the fields and currents produced in

the cavity decrease exponentially with penetration into the conductive

cavity material (62). The degree of this penctration is indicated by the
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parameter S (called the "depth of penetration" or "skin depth" of the
material), defined as the depth at which the field or current has decreased f
to 1/e of the respective value at the material surface. The skin depth will
be smaller for material of higher conductivity or at higher frequencies,
because it is inversely proportional to the square root of these quantitics
(34).
The operational significance of the skin depth resides in the amount of
applied power wh' h is lost as thermal heating of the cavity and in the maxi-
mization of the cavity quality factor, Q. The skin depth for a number of

<

metals at 2450MHz is given (65):

METAL 8 (em)
Silver 13 2 100"
Copper 1.3 = lo~"
Gold 1.6 % 10~
Aluminum 1.6 x 107" ;
Brass 2.7 % 107"

The choice of material for the cavity depends upon a compromise of

factors. For highest cavity Q, very pure silver would be best, with copper
second, and gold third. However, these pure metals are difficult to machine
and the resulting cavity surface is always marred, which reduces Q; moreover,
Cu and Ag surfaces corrode rapidly in air and become less conductive with
time. Consequently, the ideal cavity materials do not allow construction

of the best cavities. Construction from brass followed by a 2um-thick plating
with Ag affords a cavity with a sufficiently high Q. The Ag-coated brass
cavity can be given a thin film coating of Au, by flashing, to protect the

Ag finish; the cavity Q is essentially unaffected by this last step.

4,2.2 Cavity Types. The most frequently used microwave resonant cavities

for spectrochemical studies have been described in various degrees of detail




(2, 33, 45, 61, 66-68). Descriptions of modifications to these basic

cavity types (39, 69-72), of a new-design cavity (42, 52, 73, 74), and of
less well-used versions (75-77) have appeared. The principal features and
operating character of these cavities will be described below. The basic
cavity types (ol) are shown in Figure 2. The cavities are designed to
accommodate glass or quartz discharge tubes and can be modified, generally
without impaimment of performance, to accept tubes of varying diameter. The

tube is always luoc .d ir a region of strong electric field (61).

3;2.2.L;~'Fapcred Rectangular, TEg13. The cavity shown in Figure 2a is one

of the earliest cavities used for spectrochemical studies. It consists of

a low-impedance, rectangular waveguide which is connected to an E-plane

taper section at one end and is short-circuited at the other. The discharge
tube is inserted into this waveguide at a quarter-guide wavelength distance
from the short-circuited end, in the electric field direction. A useful
feature of this design is that the cavity can be placed in position without
disturbing the quartz or glass discharge tube; such an arrangement is partic-
ularly convenient is the tube is attached to a vacuum system (61). A screw
in the coupling probe permits adjustment of the probe depth to achieve best
coupling. The resulting plasma exists principally within the confines of
the cavity edges, resulting in a short, weli-located discharge for viewing.
This cavity operates best at low pressures of support gas, below approximately

50 torr (61).

4.2.2.2. Foreshortened 3/4-wave Coaxial. The cavity shown in Figure 2b is

a coaxial resonator made of two concentric conducting cylinders with a

gap in the inner cylinder which acts as a capacitive linc temmination.




the discharge tube is inserted through the center of the inner cylinders.
funing the cavity is accomplished by varying the gap distance between the
imner cylinders with the threaded inner cylinder. One moditication of
this cavity, {for use entirely within a vacuum apparatus, has replaced the
screw type cylinder with a sliding slceve (069). The width ot the gap is
always such that the inner cylinder of the cavity is a waveguide beyond
cutoff at 2450 Mllz so that the cavity effectively confines the microwave
radiation. The hosc-fitting on the coaxial connector is for a cooling air

flow to preveni overheating. The plasma exists in the discharge tube in

the gap between the inner cylinders and is essentially the length of the gap.

Small carbon washers within the plasma chamber to one side of the gap have
been used to stabilize the location of the plasma in discharge tubes much
larger than the plasma diameter (41). The hole in the outer cylinder allows
radial viewing of the plasma. Atmospheric pressure operation of the plasma
allows axial viewing (66, 67). A disadvantage of this type of cavity is
that positioning of the cavity requires breaking the vacuum line for vacuum
oprration.

The cavity in Figure 2c is identical to that in Figure 2b except for

the addition of an adjustable matching stub located on the coaxial connector.

ilis stub simplifies cavity tuning. These cavities, which operate most
efficiently from about 1 torr to atmospheric pressure (45, 61), have become
known collectively as the 3/4-wave Broida cavity (45). Another version of
the 3/4-wave coaxial cavity in which the gap is held constant and tuning is
performel with a matching stub or coupling slider, or both, and whose outer

copductpy radius is increased, is known as the 3/4-wave Evenson cavity (45).




4.2.2.3. “f'o'r't‘s_l_\_qr‘tg_n_cglr -lb/fi-_wy_u_v_v _(‘n.‘a_\i.al. The cavity shown itn Figure N oas
also a coaxial resonator, but is constructed such that the pap s Civaed and
the discharge tube runs transversce to the gap.  Tuning is accomplished by
means of a «tub on the body of the cavity and a slider on the coaxial coupling
(61)) correct tuning requires successive readjustment of cach.  The removable
end cap allows the unit to be positioned without breaking a vacuum system

f61) and is one of the principal reasons the cavity has been extensively

used.  The plasm 1o wsnally viewed radially through a hole or slhit in the
end cap. These cavities operate well from low to moderate pressuares (45, ol),
and 1t has been found that the discharge can be stabi bized by surrounding

the cavity with a magnetic field (72).

Une version of this cavity has the tuning stub positioned along the axis
of the dischavee tube (70), since adjustment ot the power coupling has been
shown to lead to more than one condition of minimun retflected power. But
the plasma discharge is stable at only one setting, and also arcing between
the coupling probe and tuning stub can occur (ol, 71). This disadvantage
nas been minimized with the addition of side extensions, along the discharge
tube axis, on the body of the cavity and the end cap (71). The discharpe

exists in the gap and is approximately confined by the cavity body.

4. .2.4. Foreshortened 1/4-wave Radial. The cavity shown in Figure e is

a4 resonant radial transmission line loaded or forveshortened by the capacitance
of the gap or tuning post (61, 62). Tuning is accomplished with a centrally
positionad screw. Power coupling results from making the coupling loop large
enough to ensure perpendicular intersection with the magnetic fields of the
cavity. Cavity cooling air is introduced with a connection on the coaxial

coanector.  Location of the discharge tube on carly versions of this cavity
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was optimized by trial and error (61). Although the cavity operates well
over a wide range of pressures, it is most efficient at low pressure; at
higher pressures the discharge is confined to a region close to the dis
charge tube wall nearest the coupling loop, resulting in spot heating of
the tube. Ordinarily, the plasma is viewed axially.

A significant improvement in the design characteristics and operation
of this type of cavity has been reported by Beenakker (52, 73, 74). The new
cavity was desig o4 specifically for operation at atmospheric pressure with
cither argon or helium.  Principal considerations taken into account during

design were: a) having the resonance frequency at exactly 2450 MHz; b)

minimal cavity volume so a high energy density could be attained; ¢) location

of the discharge at the position where the electric field is greatest. To
meet these needs, Beenakker devised a structure to operate in the ™p,o
modes, in which the resonance frequency is independent of the height of the
cavity (73). The electric field can then be increased simply by decreasing
the cavity height without upsetting resonance conditions. The smallest
cavity diameter and hence the largest energy density is obtained when m=0
and n=1; for 2450 MHz the diameter is calculated to be 93.7mm (73).

Figure 3 shows a schematic diagram of this T™p10 mode cavity. Because
the electric field is maximal in the center of the cavity, the discharge
tuhe is located axially in that location. Microwave power is transterred
to the cavity by means of a coupling loop perpendicular to the circularly
directed magnetic field (73).

The introduction of dielectrics, such as a quartz plasma tube, into
the cavity shifts the resonance frequency to lower values. Consequently,
the cavity diameter must be calculated for a resonance frequency slightly

above the input frequency. Thus, the diameter of the cavity should be

ST




chosen slightly smaller than calculated without a plasma present.  The tuning
stub can then be used to adjust tor the resonance condition.

Fhe plasma produced in helium is self-igniting at atmospheric pressure

and is highly stable (44, 73). It exists within the boundaries of the cavity,
about 1 cm long, and is viewed axially. [Interestingly, the optimal location
for an argon plasma tube has been found to be near the outer rim of the
cavity, rather than centered, unless an impedance matching device is inserted
between the cavitv and transmission line (74). For He or Ar, a significant
advantage is that the plasma is physically situated close to the edge of the

cavity, simplitying interfacing with sample injection systems.

1:3;2.5.__qugg}gggjggyplipg Cavities. In general, microwave power trans-

B

mission will be more efficient when the transmission line components have
dimensions close to the wavelength of microwave radiation (34, 62, 05).
rfor this reason, microwave torch discharges, which consume an order of magnitude
greater power than MIP's, are usually capacitively coupled to waveguide trans-
mission lines (7). MIP's in waveguide cavities or with cavities coupled to
waveguide lines (75-77) have been reported. However, the use of waveguides
in this fashion is much less frequent than coaxial-component systems.

Hattori, et al. (75) described a coaxial open-ended resonant cavity
tor the production of a long plasma discharge in Xe at low pressures. The
cylindrical cavity resonator is matched to a rectangular waveguide with a
doorknob antenna (75). The plasma consumes up to 1 KN and operates at

2450 MHz. Bovey (76) described a tunable microwave waveguide cavity for

ey PR

2450 MHz operation. Tuning sliders and adjustable-screw short-circuits
enable fine tuning of the capacitively coupled plasma, which is used as a

"ight source rather than a sample excitation source. De Corpo, et al. (77)
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described a waveguide into which a discharge tube is mounted off-axis for
inductivelv coupling low levels (<200 mw) of 2450 MU microwave radiation
to flowing inert support gases. The system is used to generate atomic

species for plasma studies.

4.3. Radiation Exposure

Microwave stray radiation can be injurious to the experimenter especially
to parts of the "ody where heat cannot be carried away efficiently, such as
the eye. Safety standards in most countries are based on the heating effects

of microwave radiationand are 10mW/cm?; whereas the U.S.S.R. has set a more

restrictive continuous exposure level, based on biological studies, of 0.01
mW/cm? (77). Reports dealing with microwave stray fields and the influence
of carrier gas pressure and type (72, 77) and cavity design and shielding
(78, 79) have been published. The distribution of the microwave stray field
around an MIP set at optimal conditions in a normal laboratory will be
inhomogenous because of reflection and absorption by surrounding components
(79). Stray radiation will increase by approximately an order of magnitude
when the carrier gas pressure is decreased an order of magnitude, or when
the applied power is increased from 50 to 175W (79). Power densities of 2

to 35 mW/cm? within 1 meter of typical MIP components have been measured

(77 - 79 ) and demand some sort of shielding. Fortunately, stray radiation

can be effectively reduced to safe levels by enclosing the apparatus in a

simple aluminum box or with aluminum-foil wrapping (79).
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S. SAMPLE INTRODUCTION TECHNIQULS
RVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAVAY
Microwave-induced plasmas in argon or helium possess a number of ad
vantages as excitation sources in emission spectrometry. The plasma excitation
temperatures are generally high enough that a significant number ot the clements,
including the halogens and nonmetals, can be determincd with high sensitivity
in the ultraviolet and visible regions. Also, the power required for stable
operation of an MIP is relatively low, generally below 200W, making the systems
relatively inexpensive and reducing the influence of radiofrcequency interference
noise. However, this same feature causes a difficulty when an MIP is intertaced
to some type of sample introduction system. The low power does not afford
a high enough plasma energy density to vaporize or evaporate solid or liquid
samples, or to atomize the analvte species. Also, the stability of the
plasma can be degraded when even a relatively small amount of sample material
is injected into it. These problems have not proven insurmountable, but they
have hindered extensive use of MIPs in optical emission analysis for solution

samples.

5.1. Vapor Phase Introduction-Gas Chromatography

By far, the most extensive use of MIPs as emission sources has been
in combination with gas chromatographic systems (21, 22, 42, 52, 73, 79-101).
The GC carrier gas can be argon or helium and the generally used flow rates
are compatible with stable MIP operation. In such an application, the MIP
has been cmployed to excite elements such as ¢, U, N, P, B, 0, and the
halogens, providing highly selective and sensitive detection and determination.

Chapter 00 of this text gives an extensive coverage of this topic.
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5-3;.MVERPK,PP9§9,}“tYQQQCtJQ"‘GQ"QVJti“" of Gascous Analyte Species

vapor-phase injection of the sample into the MIP can be accomplished |

throagh the direct injection of a gascous sample (102) or through production
of a yaseous compound of the analyte. A generator for the production of
gaseous hydrides could be utilized in this manner. Appropriate insertion | 4
ot the generator into the support gas manifold (103) or some sort of valving
systam which allows sequential hydride production/generator flushing would
afford simple interfacing. Similarly, gascous mercury production chambers
can be inserted into the inert gas lines for simplified Hg determinations
(104, 105). A\ generator for the production of gaseous chlorides of Bi, (d,
Ge, Mo, Pb, Sn, T'l, and Zn has also been reported (100).

The principal interfacing problem encountered with gasecous generators
1: maintenance of a stable support gas flow to the MIP. Sample injection
tnto an on-line port, or valve switching for generator flushing can introduce
a discontinuity in the support gas flow which is manifested as erratic back-
ground emission.  Of course, this problem is not present if the species to
be determined are present in the support gas itsely. Suvch an approach has

been employed for the determination of €, H, O, and N-containing contaminants

2 high-purity avgon (107).
5.3. Sealed-cell Excitation

kxtremely high sensitivities for several clements have been obtained
by scaling sanples of the elements into evacuated quartz cells and exciting
the metals in a microwave field (108-111). In the method, solutions of the
mevals (as iodides) are prepared and small amounts (50ul) added to a quartz

coell. Addition of excitation buffers (Bi iodide) and suitable scavengers
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(Ge), followed by freeze-drying and c¢xcitation in a hydrogen atmosphere
(5 torr) provides sub-picogram detection bimits tor Cd, In, T1, Zn, Te and

Se.

5.4. Solution Introduction-Nebulization Systems
Spraying solution samples into an MIP presents difticult problems.  The
low energy density and low kinctic temperature of a typical MIP do not
provide cfticice  ~omoration and atomization of the sample droplets.  In
hetvam MIPS the problem is exacerbated since wost pneumatic nebulizers will
not operate with heliww at the support gas flow rates (20-700mb/min) required
tor stable MIP operation. However, pnceumatic nebulization into argon MIP's
can be accomplished if an aerosol desolvation system is located after the
nebulization chamber (40, 45, 66). With such an arrangement, aqueous neb-
ulization rates of 1.1-1.5mL/min have been attained. Removal of much of
the aqueous solvent minimizes the evaporation requirement of the plasma.
Beenakker (73) circumvented the nebulization problem for helium plasmas
by utilizing a special low-flow nebulizer (112). With this nebulizer and a
new Kind of MIP cavity, he was able to sustain an atmospheric-pressure
helium MIP with injection of 1.7mL/min aqucous sample (5% nebulizer efficiency
cave approximately 85mg/min water injection) without desolvation. Unfortu-
w orely, the presence of larger droplets upset the signal stability. Aqueous
.ample nebulization can also be accomplished using ultrasonic nebulization
(113). Kawaguchi, et al. (113) report aqueous nebulization rates of approx-
imately 0.5mL/min with an ultrasonic nebulizer followed by a desolvation
system.
No matter how closely-matched to MIP flow-rate and particle loading

characteristics a pneumatic or ultrasonic nchulizer might be, and repardless
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of whether the aerosol is desolvated, the foregoing devices still require
the MIP to atomize an injected analyte. Such an approach, in our vicew,
will never gain widespread acceptance for low-power MIP devices. Rather,
it would scem that analyte should be pre-atomized or pre-vaporized bhetore
insertion into the discharge, allowing the MIP to perform the task tor
which it is best suited--excitation. Of course, an alternative approach
is to increase the applied power to the plasma sufficiently to permit atom-
ization or acceptance of larger sample injection rates; this concept has
been emploved in the design of so-called microwave torches (114-116). Un-

fortunately, such devices lose the low-power advantage of the MIDP.

5.5. Electrothermal Sample Introduction

Electrothermal atomization constitutes a nearly optimal technique for
introduction of solution or solid samples into an MIP. All versions of
electrothermal atomizers (ETAs) can operate in inert gas environments and
can be readily inserted into the MIP support-gas supply system. These
atomizers routinely operate efficiently with sample volumes compatible with
the maximum material injection limits of MIPs. An ETA will evaporate the
solvent, vaporize the sample, and atomize the analyte, requiring the plasma
only to excite the analyte atoms.

Farly ETAs used for MIP sample i1njection consisted of platinum filaments
which were inserted into the support gas stream after application and drying
ot the sample (23, 39). OQther versions (117-125) utilized tantalum or
tungsten filaments or strips for gaseous analyte production. Although
interfacing an ETA to an MIP is mechanically straightforward, tandem operation
of the two components has required careful manipulation of the instrumental

variables. After application of liquid sample to the ETA filament or strip,




which is usually situated directly in the support gas stream, the rate of

solvent evaporation must be caretully controlled. Too great a rate of solvent |
evaporation can cause the MIP to become unstable or even to extinguish,

Valve systems allowing uninterrupted support pgas flow and solvent evaporate <
venting are possible; however, such devices add unnecessary complexity to

the system and can result in unstable plasma operation (41). Often, because

the walls of the FT\ chamber are near ambient temperature, the atomized

i

sample will plate out before transport into the plasma. Proper control of
inert gas flow can be used to minimize or eliminate this potential loss
mechanism.

Carbon cup and carbon furnace ETAs, which are mechanically less simple
to incorporate into an MIP gas system, have also been utilized for sample i
introduction (126-128). Obviously, these devices canmot be used for the
determinaticn of carbon, and also increasc the complexity of the plasma
background spectrum (41). Such problems can be partially overcome through
use of heated metal supports (e.g. Pt boats) (129). Another type of electro-
thermal atomizer utilizes a high voltage, low current pulsating dc discharge
for sample atomization (44, 67). The cathodic sputtering of this microarc

stomizer increases the efficiency of analvte atom generation.

6. ANALYTICAL PERFORMANCE AND INTERFERENCES
VYV VWV WV N AN AN NN

6.1. Limits of Detection
Table 3 is a compilation of the reported detection limits obtained
with argon or helium flowing microwave-induced plasmas. 1In Table 3, limits

of detection are defined as those concentrations which provide a signal

magnitude which is a certain multiple of the standard deviation of the
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Table 5. Detection Limits for Solution Analysis by Microwave- Induced Plasma
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packground noise The multiple is often one, two, or three, depending on

the “aith of the oviginal author; we have made no attoempt to normalice the
values given. Also, ranmges of limits of detection are given instead of the
lowest value reported.  This approach was taken since the range of reportead
values is a reflection of differences in instrumental application more than .
variability in the MIP capability.

Many factors contribute to the hmit of detection attainable with an
MIP system.  The aoture of the matrix used, operating pressure, support
2as type and tlow rvate, applied microwave power, and volume of plasma vicwed
all have thetr eftect. However, of major importance is the selected kind
of sample introduction. In general, systems which supply the sample to the
MiP in the torm of an aerosol exhibit worse detection limits than alternative
methods, because ot the limited ability of the MIP to evaporate, volatilize,
and atomize the droplets and analyte. Desolvation accessories and ultrasonic
nebulizers afford improved limits of detection over simpler spray introduction
svstems.,  Overall, the best detection limits are obtained with an electro-
thermal Kind of sample atomizer. Although such an atomizer supplies analyte
to tiie MIP in the form of a brief pulse rather than a steady analyte stream,
the MIP is allowed to operate more efficiently and thereby provides greater
sepsitivity,

Future tmprovements in the detection limits obtainable with MIPs lie
in stabilization of the discharge during analyte injection, optimization of
the interface between the MIP and ETA in terms of analyte vapor transport

time and efficiency, and elimination of the various interferent effects

common to MIP systems.




6.2. Interferences

As indicated above, the MIP appears to perform best when it is fed
pre-vaporized samples. Accordingly, some interterences which have heen
reported are ascribable to cvents in the external atowmicer while others
actually arise within the MIP itsclf. In most published work, no attempt
has been made to separate these sources of interference, making a meaningtul
discussion of interference effects difficult. tHowever, tt ts likely that in
many cases, interfeorences in both atomizer and MIP contribute to the reported

etfects.

6.2.1. Physical Interferences. The stability and excitation ability of
an MIP are perturbed when a sufficient amount of foreign material is injected
into 1t (67). This quenching effect depends somewhat on the nature of the
injected atoms, but the property which governs the effect has not been
isolated (66, 67). Depending upon the cavity type, sample introduction
method, support gas flow rate, operating pressure, and applied power, MIPs
cau usually withstand the injection of about 1 mg/min (104) or about 3-5ug
absolute (44, 67, 130) of foreign material without seriously degrading signal
stability. Obviously, such a limitation controls the maximum sample size
vuich can be used with an MIP.

Memory effects have also been reported for the MIP (40, 44), and are
probably the result of quartz tube etching by the plasma. Such etching
produces a region in the plasma tube in which analyte atoms can collect.

The stendard remedy is to replace the plasma chamber after a specified
number of operating hours.

The presence of refractory elements in a sample matrix somctimes lecads

to hoth vaporization and excitation interference problems (6, 45, 66, 67,
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113 ) an an MIP. Tt is not clear by what mechanism the refractory compounds

atfect the plasw1, possibly by promoting collisional deactivation of metastable
species, or creating a competition for these species. The reduction of MIP
excitation ability by refractories can often be overcome simply by applying
greater microwave power (6, 66). The principal cffect of retractory clements
on atomizers is to alter the vaporization etficicency or rate of the analyte.
For example, ‘I, Ca, and Pt depress the emission signal of many clements by
reducing the cate ~F analyte volatilization (67, 113). Clearly, the unfavor-
able effect of refructory elements will be greater for an MIP coupled to a
rebalization system  than for an MIP fed by an electrothermal atomizer.

The presence of alkali or alkaline earth chlorides in a sample has been
shown to enharce the emission signal of other elements in a low-pressure
MIP fed by a tantalum strip vaporizer (118, 122, 123, 131). Presumably
(122, 131), this enhancement arises from an increase in sample atomization,
caused by partial conversion of analyte salts into volatile chlorides. Also,
the slope of the log-log analytical calibration curve of some elements is
changed to unity (122, 123) when alkalis or alkaline earths are present.
Alkali halides possibly affect the excitation conditions within the plasma
woantvoducing competing species into the proposed ionization-radiational
excrtation mechanisms (122). It is likely that this effect 1s small com-

par-1 to the influence of the alkali elements on ionization, discussed below.

6 2.2, "lonization" Interferences. lonization interferences can be expected
to be signiticant in an MIP because of its substantial departure from LTE.
Yhe importance of electrons to plasma maintenance and analyte excitation

S sections 3.2-5.4) would render analyte emission extremely susceptible
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to the introduction or depletion of electrons. Although such an influence
is beyond thut ordinarily termed an "ionization intertference', the same

Linds of sample-borne species (e.g. alkalis) cause it and the rvesults (i.o.

signal enhancement) are the same as described in other analytical sources

(6, 45, 506, 113). For example, Na and K have been observed to enhance the
emission of Ca (113). The presence of un element of low ionization potential
in the MIP is likely to simply rcsult in an increasc in the electron density,
which wiil not orly affect the plasma, but move the jonization equilibrium
of the analyte towards the neutral side (6). This simpler argument has been
invoked to explain qualitatively the effects secen (6, 45, 07). i

More complex behavior has also been observed. A suppression of Mn

emission by alkaline earth elements (132) has been postulated to be caused

by bombardment of Mn atoms by the added electrons, causing an enhancement of
manganese ionization. Examination of the ionic line emissions from MIPs
(130) suggests that those lines will be useful for the determination of some
elements, for example Ca, Sr, and Ba. However, it is advised that the
determination of elements with low ionization potentials he preceded by an
examination of the emission character of both ground state and higher excited

state lines.

6.2.3. Addition of Doping Gases. Doping gases (02, Nz, Hz) are sometimes

added to MIPs serving as GC detectors (42, 79, 85, 95). These dopants
usually act as scavengers of hydrocarbon species and carbon deposit elimina-
tors (749, 95). The enhancement effect of doping gases on the analyte
emission signal has been suggested to be caused by an increase in the number
of species involved in the analyte excitation steps (42). Concentrations

of doping pases are usually kept below 2% v/v.
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0.2.4. Chemical Interferences. Chemical interferences can arise trow

several sources, including anions, pit oftects, or the formation of stable

oxides or other molecular species (15, 07, 113).  The emission from Ca in

an MIP has been shown to be affected only slightly (113) or not at all (67)

by the presence of phosphate while other anionic specices have no effect.

The tormation of stable oxides of the analyte also appears not to be sig-

nificant for MIPs (67).

6.2.5. Spectral Interferences. Spectral interferences can be a problem
with any emission source. Fortunately, argon and helium MIPs aave much
simpler and less intense background emission spectra than do most flames,
arcs, or sparks (44, 07, 130). The continuum background emission in the
UV and visible regions is generally low for these gases and can be reduced
further through wavelength modulation (53, 66), but it does increase in
intensity with pressure (133). The locations of argon and helium spectral
lines are well-enough known (58) that those spectral areas may be avoided.
Although matrix elements can contribute to spectral interferences,
others can arise from impurities in the support gases (COz, water vapor,
N2), from atmospheric species (CO2, H20, N2), and vaporized elements from
the atomization device (usually C, Ta, W, Mo, or Pt) (6, 44). Interference
froa molecualar band and line structure of species such as OH, N2, Hz, CN,
C2ooand NI are common (41, 44), but traps can be used to eliminate most of
these support gas impurities (39, 79). Spectral line interference from
the element of which the atomizer is composed can be troublesome in choosing

apalyte lines (67).
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FIGURL CAPTTONS

Theoretical power-loss and power-absorbed curves in a plasma

of constant excitation temperature and bidfchground pressure (sce

text for discussion).

A. Power-loss curve

B. Power-absorbed curve: applied power iSPa(l), cavity
lenoth is L.

[ Power-absorbed curve: applied power isPﬂ(Z)which is
greater thanl:](l)t cavity length is Lj.

D. Power-absorbed curve: applied power is Pa(Z), cavity
length is L».

Stability implied at points 1, 4, 5, and 6.

Instability implied at points 2 and 3.

(Adapted from reference 30.)

Fioure 2a

Z2b

Tapered Rectangular, TEgy3; Made Cavity
Foreshortened 3/4-wave Coaxial Cavity
Foreshortened 3/4-wave Coaxial Cavity, with impedance matching
stub Jocated on the coaxial connector.
Foreshortened 1/4-wave Coaxial Cavity.

Foreshortened 1/4-wave Radial Cavity.
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T™g10 Mode Cavity

1.

w1
.

10.

12,

Cavity wall

Fixed bottom

Removable cover

Plasma chamber (quartz tube)
Chamber mount

Copper wire coupling loop
I':-5& RF connector

Ceramic insulator

Tuning stub

Tuning stub

Port for viewing or input of coolant gas

Optical bench mount
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